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ABSTRACT Several existing still image object detectors suffer from image deterioration in videos, such as
motion blur, camera defocus, and partial occlusion.We present DiffusionVID, a diffusion model-based video
object detector that exploits spatio-temporal conditioning. Inspired by the diffusion model, DiffusionVID
refines random noise boxes to obtain the original object boxes in a video sequence. To effectively refine the
object boxes from the degraded images in the videos, we used three novel approaches: cascade refinement,
dynamic coreset conditioning, and local batch refinement. The cascade refinement architecture progressively
extracts information and refines boxes, whereas the dynamic coreset conditioning further improves the
denoising quality using adaptive conditions based on the spatio-temporal coreset. Local batch refinement
significantly improves the inference speed by exploiting GPU parallelism. On the standard and widely used
ImageNet-VID benchmark, our DiffusionVID with the ResNet-101 and Swin-Base backbones achieves 86.9
mAP @ 46.6 FPS and 92.4 mAP @ 27.0 FPS, respectively, which is state-of-the-art performance. To the
best of the authors’ knowledge, this is the first video object detector based on a diffusion model. The code
and models are available at https://github.com/sdroh1027/DiffusionVID.

INDEX TERMS conditioning, coreset, diffusion model, spatio-temporal, video object detection

I. INTRODUCTION

V IDEO object detection (VOD) is one of the most fun-
damental areas of computer vision that aims to detect

objects in a temporally continuous sequence of images. With
the increasing popularity of mobile phones, drones, cars,
and action cameras, and the widespread use of social media
platforms such as YouTube, Facebook, and Tiktok, the role
of object detection in videos has become critical. However,
most existing object detectors for still images cannot achieve
sufficiently high accuracy in the real world, mainly because
of their vulnerability to image degradation, such as motion
blur, occlusion, and camera defocus. To overcome the limita-
tions of still image detectors, existing VOD methods retrieve
reference information by tracking the movement of objects or
computing the similarity between objects.

The attention mechanism was invented for language mod-
eling [5], [6] and is widely used in computer vision, including
image classification [7], [8], restoration [9], [10], generation
[11]–[13], and object detection [8], [14] tasks. In the field of

VOD, the use of attention mechanisms has also been studied
to model the relationships of object-level features [15]–[17].
The performance of VOD was significantly improved by ag-
gregating information from global and local frames. However,
because they are based on two-stage object detectors such
as Faster-RCNN [18], their performance heavily depends on
the quality of the initial object suggestions extracted from a
region proposal network (RPN). To address this shortcoming,
pixel-level attention methods have been investigated [1], [2],
[19]. They performed pixel-level attention between the fea-
ture pixels of the current image and those of the reference
image, such that each current feature pixel has more pertinent
information andmakes a better region proposal. To reduce the
computational cost, they leveraged sparse style of pixel-level
attention, but suffered from a low inference speed because of
the computation of a large number of feature pixels generated
per image. Afterward, DETR-based methods achieved high
performance utilizing transformer-like detection architecture
and deformable attention [3], [4], [19]. However, they also
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Methods RCNN-based [1], [2] DETR-based [3], [4] DiffusionVID (ours)

Sparse proposals? No Yes Yes
Utilize global information? Yes Yes Yes
Costly pixel-level attention? Yes Yes No

Adjustable latency vs accuracy trade-off at inference? No No Yes

TABLE 1. Comparison of DiffusionVID and previous methods.

suffered from low inference speed because of the use of costly
pixel-level attention.

Recently, diffusion models have been applied to various
vision domains [12], [13], [20]–[29]. Among them, Diffu-
sionDet [29] is the first diffusion model applied to the object
detection domain. It achieved high detection performance
with a small number of object queries and its the number of
queries can be freely adjusted in the inference stage. How-
ever, despite these advantages, no attempt has been made
to introduce the generative model paradigm for video object
detection domain. Furthermore, although diffusion models in
generative tasks utilize conditioning mechanisms from vari-
ous sources to obtain high-quality results [21], [30]–[32], no
such attempt has been made in the object detection domain.
In a video object detection task, global information can be
collected across images that can be used to condition the
sampling process. Therefore, we propose DiffusionVID to
overcome previous limitations. The main contributions of our
method are as follows:

• We propose an object-centric cascade refinement struc-
ture based on multiple self-refinement modules to effi-
ciently gather information on object proposals. Object
queries are initialized from random boxes and progres-
sively improved using feature pixels in their box loca-
tions, eventually becoming more robust than the results
of the traditional region proposal network.

• We introduce dynamic coreset conditioning (DCC),
which combines the coreset concept and attention mech-
anism to generate condition vectors that support the
box refinement (reverse diffusion) process. We build a
spatio-temporal coreset of a video sequence and gener-
ate condition vectors of object queries, ensuring good
performance and low computational cost. To determine
the optimal architecture, several existing conditioning
mechanisms are evaluated.

• Local batch refinement (LBR) is introduced tomaximize
inference speed. By removing local attention stages that
inhibit data parallelism, local frames can be processed in
parallel in a single GPU, maximizing GPU utilization of
the inference stage.

• We propose a first diffusion model-based approach for
video object detection. Similar to previous diffusion
models, our model can improve the quality of the de-
tection results by exploiting additional reverse diffusion
processes.

Our method achieves both low computational cost and
high accuracy by applying the diffusion model paradigm and

coreset-based conditioning mechanism. The comparison of
DiffusionVID and existing methods is shown in Table 1.
Experiments on ResNet-101 and Swin Transformer back-
bones show that our method achieved up to 86.9 mAP and
92.4 mAP on the popular ImageNet-VID validation dataset,
respectively, with inference speeds of 46.6 FPS and 27.0 FPS,
respectively, providing the best performance and speed bal-
ance. Furthermore, increasing the number of samplings with
an additional execution time further increased the accuracy to
87.1 mAP and 92.5 mAP. Based on these results, we expect
our study to set a new baseline for the challenge of video
object detection.

II. RELATED WORKS
A. VIDEO OBJECT DETECTION
VOD is more challenging than still image object detection

because of image degradation, such as motion blur, camera
defocus, partial occlusion, and rare poses, caused by object
and camera dynamics. To address this problem, early video-
object detectors offered an intuitive approach. They predicted
visual motion and use it to aggregate features between the cur-
rent frame and its neighbors. Somemethods used optical flow
information to aggregate information from spatially adjacent
feature pixels [33]–[35]. [36] and [37] tracked object-level
motion to refine the detection results. [38] used deformable
convolution to capture the pixel-level dynamics of features in
videos.
Most existing video object detectors use R-CNN-based

architectures. They extracted object-level features using a re-
gion proposal network (RPN) and employed several methods
to model the relations between objects. This type of frame-
work leverages an object-level attention mechanism, in which
object features are aggregated using a memory structure that
collects information from adjacent frames [2], [15]–[17].
However, these approaches rely heavily on the performance
of the RPN, which occasionally generates false-positive or
false-negative suggestion and fails to accurately model the
relations. To address this limitation, recent methods improved
feature pixels by exploiting pixel-level attention [1], [2], [19]
and deformable attention [3], [4]. However, pixel-level at-
tention deals with hundreds and thousands of feature pixels
collected per frame to gather information from surrounding
frames. The amount of computation further increases when
using recently proposed multilevel feature architecture, such
as feature pyramid networks [39], which may limit the appli-
cability.
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FIGURE 1. Overview of the proposed DiffusionVID. DiffusionVID is based on a diffusion model, taking noise boxes as input and outputting classes and
boxes pointing to objects. The encoder inputs random boxes from Gaussian noise and outputs initial object queries. The queries are then processed
through cascade refinement, which consists of multiple self-refinement modules. To generate adaptive condition vectors, the cross-attention is conducted
between the refined queries and a spatio-temporal coreset. Conditioned refinement further refines object queries using adaptive condition vectors. The
decoder outputs the final object class and box coordinates using final object queries.

B. DIFFUSON MODEL
Diffusion models [12], [13], [20] were initially developed

in the field of image denoising; however, they are now ac-
tively utilized in various fields such as image synthesis [12],
[13], [21]–[23], video synthesis [24], [25], and other tasks
[26]–[28]. In contrast, DiffusionDet [29] is the first diffusion
model applied to the object detection domain; it detects ob-
jects by refining boxes of arbitrary location and size, unlike
existing object detectors that use learned queries specialized
for detecting specific locations [14]. However, although there
are several diffusionmodels for generative tasks such as video
synthesis, there is no relevant research in the field of video
object detection. To the best of our knowledge, our method is
the first diffusion model-based video object detector.

We now briefly describe the formulation of diffusion mod-
els. The operation of diffusion models consists of the forward
(diffusion) and reverse (sampling) processes. The forward
process defines the iterative addition of small Gaussian noises
to an original data sample x0, which is formulated as

q(xt |xt−1) := N (xt ;
√
1− βtxt−1, βtI), (1)

where t ∈ {0, 1, ...,T} is the diffusion time step, and βt ∈
(0, 1) is a fixed variance schedule that controls the step size. A
sample with arbitrary time step xt can be obtained in a closed
form as

q(xt |x0) := N (xt ;
√
ᾱtx0, (1− ᾱt)I), (2)

where αt := 1−βt , ᾱt :=
∏t

s=0 αs, and q(xT ) is an isotropic
Gaussian distribution when T is sufficiently large.
The reverse (sampling) process is a generative process that

progressively restores the original sample x0 from noisy input
xt . According to Bayes’ theorem, it is found that the posterior

q(xt−1|xt) is a Gaussian distribution. However, since the re-
verse step q(xt−1|xt) is intractable, we train a neural network
fθ by minimizing the training objective as follows:

L =
1

2
||fθ(xt , t)− x0||2. (3)

The clean sample x0 can be reconstructed from xT by applying
the updating rule T times using fθ [12]. According to [13], the
number of sampling steps can be reduced to less than T when
using the updating rule:

xt−1 =
√
ᾱt−1(

xt −
√
1− ᾱt · ϵθ(xt , t)√

ᾱt
)

+
√

1− ᾱt−1 − σ2
t · ϵθ(xt , t) + σtϵt ,

(4)

ϵθ(xt , t) =
xt −

√
ᾱt · fθ(xt , t)√
1− ᾱt

(5)

where ϵθ is the noise prediction. Our method also uses this
approach to improve the computational efficiency.

III. PROPOSED APPROACH
A. PRELIMINARIES
DiffusionVID aims to detect objects in a given image frame

of a video sequence. A video sequence with N image frames
is denoted as V ∈ RN×H×W×3, where an RGB image with ith
frame is Ii ∈ RH×W×3, i ∈ {1, 2, ...,N}. The detection out-
puts of an image Ii and N q queries consist of class predictions
ci ∈ RN q×N c

and bounded box regressions bi ∈ RN q×4, where
a bounding box coordinate of the nth query bi,n ∈ R4 consists
of the center position (cx , cy), width and height (w, h). Since
we aim to solve the object detection task using the diffusion
model, we initialize the data samples of the ith frame with a
set of noise boxes (xT = b0i ), and design a neural network
fθ which refines bi so that they become ground truth boxes
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(x0 = bi). An overview of the proposed method is presented
in Fig.1.

B. QUERY INITIALIZATION
This subsection introduces the initialization of object-level

queries for box candidates. The initial queries are obtained
by extracting features from the interior regions of arbitrary
boxes b0i , eventually covering the the most of the area of
an image frame. The initial queries are enhanced in cascade
refinement stages (III-C) and can be decoded to obtain the
box coordinates and the class output. The initial object queries
z0i ∈ RN q×D in an image Ii that exists at certain box coordi-
nates b0i can be initialized as follows:

z0i = E(b0i , fi), (6)

fi = F(Ii), (7)

where fi ∈ RH ′×W ′×D is a feature map of the image frame.
We extract a high-dimensional feature map from an image
using a feature extractor F and image Ii. Here, F can be a
backbone, such as an ImageNet-pretrained ResNet or Swin-
Transformer, which are used in various computer vision tasks.
Next, we describe a space-specific extractor E . We applied
RoI-Align using the initialized boxes b0i and feature map fi
to extract the regional information of the objects. The pooled
results are then averaged in the spatial direction to generate
the initial object queries z0i where z0i,n ∈ RD is a query of a
box b0i,n.

C. CASCADE REFINEMENT
Because initial queries are extracted from arbitrary regions,

the information in each query is not sufficient for precise
box refinement. To address this issue, we propose a novel
method called cascade refinement. The cascade refinement
ensures that each query targets an object by using iterative
self-refinement stages. self-refinement enhances queries by
aggregating information from other queries and referencing
the information of areas within the predicted bounding boxes.
Enhanced queries can localize and classify objects in an im-
age and allows the subsequent dynamic coreset conditioning
(III-D) method to operate with a better data distribution.

Self-RefinementModule.A self-refinement module takes
queries, bounding boxes, and a feature map as inputs and
outputs an improved queries set zsi :

zsi = Ss(zs−1
i , bs−1

i , fi, t), s ∈ {1, . . . , S} (8)

where s is the number of the self-refinement stage, bs−1
i

denotes a set of bounding boxes, fi is a feature map, and t
is the diffusion time step.

Each self-refinement stage operates as follows. First, the
module takes a query set zi for n boxes in an image and
computes the self-attention for the query set. Then, utilizing
fi and bi, 7 × 7 RoI-Align is performed to obtain the RoI
features. The RoI feature has detailed pixel-level fine-grained
features corresponding to each box region. Next, to enhance
queries with RoI features, a special type of operation called

dynamic instance interaction [40] is applied. In this process,
each query references the RoI feature corresponding to the
previously predicted box. Each RoI feature is multiplied by
the parameters to generate an enhanced query. The param-
eters are dynamically extracted from the query using fully
connected layers. Subsequently, it takes the diffusion time
step t as the input and uses linear operations to generate time
embeddings and coefficients to normalize (scale and shift) the
query. This allows for a multistep reverse process according
to the time step, as in the DDIM [13] method.
Finally, decoding is processed to obtain refined results

from the enhanced queries. The decoder consists of heads
that predict the bounding boxes bs+1

i and classes cs+1
i of the

objects, respectively:

{bs+1
i , cs+1

i } = Ds(zsi ), (9)

where bs+1
i is used in the next self-refinement stage.

D. DYNAMIC CORESET CONDITIONING
The performance of the cascade refinement can be limited

by image deterioration because it uses only the current image
information. Inspired by the coreset concept, we propose a
newmethod called dynamic coreset conditioning (DCC). The
goal of the DCC is to improve the quality of the refinement
process by generating and exploiting customized condition
vectors for each query based on the summarized video infor-
mation.
Constructing Coreset. Coreset construction is finding a

small set of data points while preserving the basic statistical
properties of the original dataset. The coreset approach has
been studied previously in the field of active learning [41].
They selected a coreset from additional real-world datasets
and trained it to avoid overfitting and reduce the computation
required for training. In VOD, referencing every object query
is computationally inefficient because a significant amount
of information redundancy exists. We generate a coreset of
objects within the entire video to produce a compact set of
features while avoiding excluding a small number of distinc-
tive objects.
We construct a global coreset of object queries as in [42].

First, a global object query set U is generated from N frame
images. To exclude the background, we filtered Nk queries
per frame based on the decoded class probabilities for a total
of N × Nk queries. Then, we randomly select one query out
of all the queries and move it to coreset C for initialization.
Next, we use the Euclidean distance between queries to select
the next query of C based on the following formula:

argmax
x∈U

dx,C , (10)

where dx,C is the distance between x and C , defined as the
distance between x and any sample closest to x among all
samples in C . The selected query is then moved fromU to C .
We iterate this process a number of times corresponding to
the size of C we are targeting to obtain a coreset that implies
video information. However, the process of constructing a
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FIGURE 2. Comparison of Conditioned Refinement mechanisms.

coreset involves computing distances and sorting, which can
incur significant overhead, particularly as the size of set U
increases and the frequency of updating the coreset increases.
Therefore, instead of using the full N frames, we choose
Nsamp randomly selected image frames to prepare U . For
fast inference, we reuse the initial coreset C for all frame
inferences without updating it.

Adaptive Condition Generation. A coreset contains di-
verse types of information; however, each query attempts to
detect a single object. Therefore, it is important to select
the most appropriate information for each query for effective
conditioning. Therefore, we propose an adaptive selection
method based on the attention mechanism as follows:

condi = softmax(
QK T

√
dk

)V , (11)

where condi ∈ RNq×D represents the condition matrix of
self-refined queries zSi . Q ∈ RNq×D and V ∈ RNq×D are
derived from the linear transformation of zSi . K ∈ RNq×D

is derived from the linear transformations of the coreset C .
Cross-attention searches and gathers information customized
for each query to generate robust condition vectors, which are
used in the following conditioned refinement.

Conditioned Refinement. Once the condition vectors are
generated, they are given as inputs to the conditioned re-
finement module to further improve the queries. conditioned
refinement works similarly to self-refinement (self-attention,
Dynamic Instance Interaction, and normalization) but is mod-
ified to inject condition vector information into the queries.
This can be implemented in a various ways: Add, Concat,
and Adaptive Norm. Among them, Concat has the dis-
advantage of incresing the hidden dimension of the query and
thus doubles the subsequent conditioned refinement stages.
Therefore, we discarded Concat and investigated Add and
Adaptive Norm. The twomethods are compared in Fig. 2.

Add is conducted by adding adaptive conditions to the im-
mediate queries zSi . For Adaptive Norm, we modify the
normalization process of conditioned refinement: use condi
instead of t to get the shift vector. The performances of the two
methods are compared in the ablation study section (Table 6).

E. LOCAL BATCH REFINEMENT
Recent works [2], [15]–[17] have utilized cross-attention

with multiple local frames to obtain spatio-temporal infor-
mation from the previous and future. The utilization of more
local frames results in larger performance gains. However,
because a local frame must be prepared for each frame,
multiple current frames cannot be inferred together, thereby
limiting parallel inference. By contrast, our method utilizes
the same prepared coreset for all frame inferences, allowing
for additional parallelization.We propose a local batch refine-
ment (LBR)method that exploits intra-GPU batch parallelism
to improve inference speed. As shown in Fig. 3, the previous
methods are inefficient because the same frame features are
computed multiple times during the inference process. How-
ever, our proposed LBR bundles multiple current frames into
a "local batch" to perform adaptive condition generation and
conditioned refinement operations in bulk, reducing redun-
dant computation and increasing per-GPU utilization.

IV. EXPERIMENTS
In this section, we evaluate the proposed DiffusionVID on

the widely used ImageNet-VID dataset and conduct ablation
studies to assess the importance of each component in our
method. To compare the detection performance, we reported
the mean average precision (mAP) using an intersection over
union (IoU) threshold greater than or equal to 0.5.

A. IMPLEMENTATION DETAILS
Datasets. We conducted experiments using the Diffusion-

VID dataset, which consists of 3862 videos for training and
555 videos for validation. As in [33], The ImageNet-DET and
ImageNet-VID training sets are combined in order to obtain
sufficient samples for the training set. Among the 200 classes
in the ImageNet-DET dataset, we used 30 that overlapped
with the ImageNet-VID dataset. For the ImageNet-VID, 15
frames per snippet were selected to avoid redundant informa-
tion in adjacent frames. For the evaluation, the ImageNet-VID
validation set is utilized rather than the test set because the
ground truth is not available.
Model. We experimented with two backbone models:

ResNet-101 and Swin-Base. After the backbone, we con-
structed a feature pyramid network (FPN) with 3-layer and
256 hidden dimensions. Lastly, we build detection headwhich
consists of three cascading self-refinement stages and one
dynamic conditioned refinement stage. Our detection head
has 53.8M parameters and costs 14.25 GFLOPs.
Training Details. The experiments are performed with 4

RTX 3090 GPUs. We trained two batches for each GPU;
therefore, the total batch size is eight. For each batch, one
current frame image and four reference frame images are

VOLUME 11, 2023 5



Author et al.: Preparation of Papers for IEEE TRANSACTIONS and JOURNALS

...

...

...

...

(a) (b)

Current frame queries

Reference frame queries

Local batch

FIGURE 3. Comparison of batch inference methods of VOD. (a) Previous methods require adjacent frames of the current frame, which limits intra-GPU
batch-level acceleration. (b) Proposed Local Batch Refinement infers boxes on a multi-frame batch basis.

Methods Backbone Base Detector Params (M) mAP Inference Runtime (ms)

FGFA [33] R101 R-FCN - 76.3 -
MANet [36] R101 R-FCN - 78.1 -
THP [35] R101+DCN R-FCN - 78.6 -
STSN [38] R101+DCN R-FCN - 78.9 -
OGEMN [1] R101+DCN R-FCN - 80.0 -
SELSA [16] R101 Faster-RCNN 85.6 80.3 123.7
RDN [15] R101 Faster-RCNN 161.4 81.8 93.1
MEGA [17] R101 Faster-RCNN 164.5 82.9 121.8
MAMBA [2] R101 Faster-RCNN - 84.6 110.3*
DAFA [42] R101 Faster-RCNN 161.5 84.5 108.1
VSTAM [19] R101 Faster-RCNN - 86.2 95.2*

TransVOD Lite [3] R101 Deformable DETR - 80.5 31.0*
TransVOD++ [3] R101 Deformable DETR - 82.0 -
PTSEFormer [4] R101 Deformable DETR 61.8 88.1 314.0

DiffusionVID R101 DiffusionDet 96.8 86.9 21.5
DiffusionVID(x4) R101 DiffusionDet 96.8 87.1 41.3

SELSA [16] X101 Faster-RCNN - 83.1 -
RDN [15] X101 Faster-RCNN - 83.2 -
MEGA [17] X101 Faster-RCNN 201.3 84.1 -
MAMBA [2] X101 Faster-RCNN - 85.4 -
DAFA [42] X101 Faster-RCNN 198.3 85.9 143.2
YOLOV [4] MCSP YOLOX - 85.0 22.7*
VSTAM [19] SwinB Deformable DETR - 87.6 -

TransVOD Lite [3] SwinB Deformable DETR 101.4 90.1 51.7
TransVOD++ [3] SwinB Deformable DETR 138.9 90.0 670.3

DiffusionVID SwinB DiffusionDet 138.6 92.4 37.0
DiffusionVID(x4) SwinB DiffusionDet 138.6 92.5 56.7

TABLE 2. Accuracy and speed comparison of the video object detection methods on the ImageNet-VID validation set. ’x4’ means inference with 4
sampling steps (default is x1). The inference speed is measured on an RTX 3090 GPU. *reports the results of papers.

prepared. Reference frames are randomly extracted from the
same video sequence as that of the current image. The ref-
erence frame of the ImageNet-DET can not be obtained;
therefore, we duplicate the current frame and use it as a
reference frame. The same augmentation is performed on
both the current and reference frames. According to [16],
random resizing and cropping, horizontal flipping, and pho-
tometric distortion are applied. For random cropping, the
image is cropped to include at least one object to ensure
balance between the foreground and background objects. The
initial learning rate is set to 1e-4, and the backbone learning
rate is 1e-5. The weight decay is 1e-4. For the ResNet-101
backbone, the model is trained for 130,000 iterations, and the
learning rate decreases by a factor of 10 at the 80,000th and
120,000th iterations. A model with the Swin-Base backbone
is trained for 70,000 iterations, and the learning rate decreases
by a factor of 10 in the 40,000th and 60,000th iterations.
We warm up both models for the first 18,000 iterations to
ensure training stability. For the ResNet-101 backbone, we
used an ImageNet-pretrained backbone, and the FPN and
detector parts were trained from scratch. For the Swin-Base

backbone, we used COCO-pretrained DiffusionDet because
the Transformer-based model requires more data samples for
training.

B. STATE-OF-THE-ART COMPARISON

Table 2 shows a comparison of the accuracy of the pro-
posed DiffusionVID and existing state-of-the-art methods.
For a fair comparison, all the methods were compared with-
out applying any post-processing methods, except for non-
maximum suppression (NMS). The top part of the table
compares the models based on ResNet-101 backbone. The
following methods are listed: FGFA, MANet, THP, and
STSN, based on motion prediction; SELSA, RDN, MEGA,
and DAFA, based on object-level attention; and MAMBA,
OGEMN and VSTAM, based on pixel-level attention. In gen-
eral, attention-based methods outperform than motion-based
methods. TransVOD Lite, TransVOD++, and PTSEFormer
are the latest deformable DETR-based methods, which are
based on deformable attention modules that simultaneously
learn the pixel location for reference and the attention weight.
In the experiment using the ResNet-101 backbone shown
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Model DCC Stages mAP Runtime(ms)

DiffusionDet ✗ 6/0 79.8 22.9
✗ 4/0 79.4 20.2

DiffusionVID (ours)
✓ 3/3 86.0 24.1
✓ 2/2 85.9 21.3
✓ 3/1 86.9 21.5

TABLE 3. Net effects on the accuracy (mAP) by adopting various
combinations of proposed modules. a/b stages means a Self-Refinement
stages with b Conditioned Refinement stages.

at the top of Table 2, our method outperforms most of the
compared methods with a score of 86.9 mAP. While PSTE-
Former surpasses our detection performance, our method is
far superior in terms of the speed-accuracy trade-off given that
our inference speed is 14.6 times faster (21.5 ms vs 314.0ms).
Because our method refines boxes using a backward DDIM
process, we can refine the box over multiple time steps greater
than the default value of 1. When the box is refined over 4-
time steps, our method improves by 0.2 mAP to 87.1 mAP.

The bottom part of Table 2 shows the results using more
powerful backbones. The ResNeXt [43], Swin-Transformer
[8], and MCSP which is used for one-stage detector [44] are
added for comparison. Our DiffusionVID with Swin-Base
backbone achieves an accuracy of 92.4 mAP and can get an
additional 0.1 mAP increase with the 4-step option to achieve
92.5 mAP, which indicates the best performance among
all the compared methods, achieving state-of-the-art perfor-
mance. Compared to the other best Swin-Base backbone-
based competitor, TransVOD Lite, we show a performance
improvement of up to 2.5 mAP and a 28.4% reduction in
execution time, indicating the superiority of our method.

C. ABLATION STUDIES
We evaluate the speed and accuracy of the DiffusionVID

methods based on the ResNet-101 backbone.
Combination of Modules. Table 3 shows the accuracy

and speed results when various combinations of the methods
in the DiffusionVID (self-refinement and conditioned refine-
ment modules) are applied. First, the "Stages" column shows
the number of self-refinement and conditioned refinement
modules. If only the self-refinement modules are present,
the model becomes similar to the DiffusionDet model. Note
that when using the DCC, at least one Conditioned Refine-
ment module must be present. When using only the Self-
Refinement modules, there is a slight improvement in accu-
racy with an increase in the execution time as the number of
modules increases. However, accuracy enhancement is lim-
ited because of the absence of spatio-temporal information.
On the other hand, utilizing DCC considerably improves the
accuracy. Reducing 3/3 stages to 2/2 results in a negligible
difference in accuracy, but it does reduce the execution time
significantly. While maintaining the total number of stages at
four, changing from 2/2 to 3/1 stage combinations enhances
the accuracy by 1.0 mAP with the same execution time.

Condition (a) (b) (c) (d)

Local Frame Queries ✓ ✓
Global Coreset ✓ ✓

mAP 79.4 83.8 86.0 86.9
Runtime (ms) 20.2 54.1 55.0 21.5

TABLE 4. Net effects on the accuracy (mAP) and the runtime by adopting
various sources of conditions.

Update Strategy Per-batch Update Presampling

Nsamp 24 12 24 36

mAP 86.5 86.5 86.9 86.6
Runtime (ms) 27.0 20.9 21.5 22.1

TABLE 5. Comparision of the global coreset updating strategy in the
inference stage.

This indicates that, as the number of self-refinement stages
increases, the quality of the queries utilized in the coreset im-
proves, leading to generating a better condition vector. When
comparing the 4/0 and 3/1 stage combinations to determine
the effect of the DCC, the accuracy differs by 7.5 mAP.
Source of the Condition. Table 4 compares the accuracy

and speed with respect to the source of the queries col-
lected for coreset construction. For models using local frame
queries, we collected query information from -12 to 12 frames
relative to the current frame. If both local and global sources
are used, two-stage multi-head attention is used for adaptive
condition generation. The experimental results show that us-
ing only the global coreset (d) results in a higher detection
accuracy than using both the local and global coresets (c). In
addition, when the local frame queries are used, local batch
refinement will be unavailable. Consequently, the runtime
will increase significantly. Therefore, we choose (d) as our
default because it shows the best trade-off between accuracy
and speed.
Coreset Update Strategy.Table 5 presents the comparison

results in terms of both accuracy and speed with respect to
the size of U and the coreset update strategy. Per-batch
Update refreshes the coreset using local batch queries gen-
erated as the local batch is processed. We update the coreset
according to [42], obtaining the union of the existing coreset
C and the newly generated candidates to create a new set U ,
which is then used to create a new coreset. The local batch size
was set as 12. Presampling initializes the coreset before
the first local batch inference starts and then does not update it
any further.Nsamp is the number of frames randomly collected
from the video to create U . Per-batch Update takes the
longest execution time (27.0 ms), where as Presampling
significantly reduces the computation time, with an execution
time of 22.1 ms or less execution time. The execution time
tends to increase as Nsamp increases. The highest detection
accuracy is achieved when Nsamp = 24, so we choose it as
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Cond. Mechanism None Add Adaptive Norm

mAP 79.4 86.1 86.9
Runtime (ms) 20.2 21.6 21.5

TABLE 6. Comparison of Conditioned Refinement mechanisms.

Local Batch Size 1 4 8 12 16

Runtime (ms) 44.2 24.1 21.5 20.9 20.9

TABLE 7. Speed comparisons with respect to various local batch sizes.
The time unit is ms.

the default value.
Conditioned RefinementMechanisms. Table 6 compares

the accuracy and speed of different designs of the conditioned
refinement module. None is identical to the self-refinemnet
module without using the condition vector. The designs of
Add and Adaptive Norm are described in Section III-D.
The accuracy of the Adaptive Norm is 0.8 mAP better
than that of Add, with a slight decrease in the execution
time owing to the reduced computation of time embedding
generations. Therefore, we choose Adaptive Norm as the
default.

Local Batch Size. The parallel processing capability of
GPUs can be better exploited by local batch refinement.
Table 7 lists the execution times for the various local batch
sizes. Note that local batch refinement only improves the
execution speed of the algorithm. Therefore, the detection
accuracy remains constant regardless of the local batch size.
A local batch size of one implies the absence of local batch
refinement. The execution time typically decreases with a
larger local batch size but remains consistent above 12. When
comparing the execution times with and without local batch
refinement, we observe a time reduction of up to 52.7%.

D. QUALITATIVE ANALYSIS
Fig. 4 shows the visualization results for the two snippets.

In snippet (a), the fast movement of the squirrel causesmotion
blur, and simultaneously, the position of the squirrel causes
partial occlusion which obscures the cat. In snippet (b), the
fast movements of the fox and cat cause motion blur and
rare poses. For each snippet, the first row shows the results
of Faster-RCNN, and the second row shows the results of
DiffusionDet. Both models are still image object detectors.
The third row shows the results ofMEGA, which is a previous
SOTA method. The last two rows show the results of the pro-
posed DiffusionVID model based on two different backbones
(ResNet101 and Swin-Base, respectively).

Compared to the two single frame-based models (Faster-
RCNN and DiffusionVID), video object detectors generally
perform better because they utilize spatio-temporal infor-
mation. However, still image-based models fail to detect or
misclassify objects, where as the video object detectors can

classify and localize more accurately.
By comparing SOTA video object detectors (MEGA and

DiffusionVID), we observe in snippet (a) that MEGA con-
tinues to misclassify the squirrel as a cat, mainly because of
the overlap of the cat and the squirrel, while DiffusionVID is
more robust. For snippet (b), MEGA tends to output overly
high confidence scores for objects, and sometimes outputs
false detection results (classifying a bowl as a car). Diffusion-
VID, however, generally outputs relatively low confidence
scores but achieves better localization and classification re-
sults.

E. EVALUATION ON YOUTUBE OBJECTS DATASET
To further investigate generalization performance, we fur-

ther evaluated DiffusionVID on the YouTube-Objects (YTO)
dataset [48]. The YTO v2.2 dataset contains 155 videos with
720,152 frames and 10 categories, which are subset classes
of ImageNet VID. Each class contains between 9 and 24
videos. The dataset is sparsely annotated; 6,087 frames were
annotated with 6,975 bounding boxes. Among the annotated
frames, the number of test set annotations is 1781. To evalu-
ate the performance, we reused parameters of DiffusionVID
trained on the ImageNet-DET and VID datasets without addi-
tional training. The object localization accuracy is evaluated
using CorLoc [49]. CorLoc is calculated by dividing the num-
ber of correctly localized images by the number of ground-
truth images. Mean average precision (mAP) results are also
reported for detection performance evaluation.
Results are shown in Table 8. For fairness, we com-

pared previous methods with the same ResNet-101 back-
bone if possible. Faster-RCNN, MEGA, DAFA [17], [42],
[50] use ResNet-101 backbone, while others [45]–[47] use
weaker feature extractors (HoG and GoogleNet). Diffusion-
VID shows similar or better localization performance (92.8
in CorLoc) compared to most methods while outperforming
all other methods in detection (89.7 mAP). When a stronger
backbone (Swin Base) is used, our method outperforms other
methods by a large margin in both localization and detection.

V. LIMITATIONS
Despite of superior performance of our method, our

method has limitations. When there is significant motion
blur or partial occlusion, our method may extract low-quality
semantic information from the image and fail to relate the
current frame objects and global information. This can lead to
the production of low-quality conditions and poor detection
results. Examples of such failure cases are shown in Fig. 5.
It can be overcome by utilizing additional methods such as
motion-based feature propagation [37], [51] or tublet rescor-
ing [15], [52].

VI. CONCLUSION
Still image object detectors on video suffer from various

image deteriorations. We propose DiffusionVID, the first
diffusion model-based video object detector. DiffusionVID
leverages spatio-temporal conditioning to detect object boxes
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FIGURE 4. Qualitative Results. Each row shows the detection results by the model indicated on the left. The detection results are presented in
time-ordered frames in the form of bounding boxes with classes and confidence scores.

VOLUME 11, 2023 9



Author et al.: Preparation of Papers for IEEE TRANSACTIONS and JOURNALS

Method airplane bird watercraft car cat cattle dog horse motorcycle train CorLoc (Avg.) mAP

Kwak [45] 56.5 66.4 58.0 76.8 39.9 69.3 50.4 56.3 53.0 31.0 55.7 -
TCN [46] 94.1 69.7 88.2 79.3 76.6 18.6 89.6 89.0 87.3 75.3 76.8 -
T-CNN [47] 91.8 98.7 85.4 95.0 92.2 100 95.7 93.4 93.9 84.2 93.0 -

FasterRCNN 97.8 100 94.9 96.9 76.4 87.3 75.1 78.8 82.6 85.4 87.5 84.3
MEGA [17] 98.9 100 94.4 98.0 89.1 100 91.3 88.3 83.6 87.3 93.1 87.9
DAFA [42] 99.4 100 96.1 98.8 89.1 100 93.1 97.2 80.8 88.6 94.3 88.3

DiffusionVID_R101 99.4 100 96.1 98.5 86.1 96.5 86.1 84.0 91.6 89.9 92.8 89.7

DiffusionVID_Swin 100 100 100 99.5 93.9 100 96.0 84.7 92.5 99.3 96.6 95.1

TABLE 8. Localization and detection performance on the YouTube-Objects Dataset. CorLoc and mean average precision (mAP) is used for evaluation
metric.

(a) (b)

FIGURE 5. We show two failure cases. Boxes are the predictions of
DiffusionVID with ResNet-101 backbone. In case (a), the ’lizard’ is moving
quickly, causing severe motion blur. Our method fails to detect the lizard
in third frame. Case (b) shows the partial occlusion of a ’cattle’ as the
camera moves. Our method misclassify hind legs of a ’cattle’ to ’antelope’
in second frame, and recovers at following frames.

in images. DiffusionVID comprises three key components:
cascade refinement, dynamic coreset conditioning, and local
batch refinement. Experimental results show that the pro-
posed DiffusionVID achieves 92.5 mAP on the ImageNet-
VID benchmark dataset, demonstrating state-of-the-art per-
formance. Our method still achieves SOTA with 86.9 mAP at
46.6 FPS, even with settings focusing on the accuracy-speed
trade-off.
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